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6 Theoretical Analysis
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9 Experiments
Learning Tasks and Models
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10 Experiments
Overall Performance

Time:
2.51× speedup
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11 Robustness Analysis

 With the increasing of local training epoch number, ODE achieves hig
her final accuracy improvement

Number of Local Training Epochs (�)

 With 10% participation rate, ODE achieves 2.57× training time speed
up and 6.6% increase on inference accuracy.

Device Participation Rate

 ODE has stable performance with different device capacity, and can r
educe up to 50% storage compared with baseline .

On-Device Storage Capacity



12 Conclusion

• Identify two practical properties of mobile devices and 
demonstrate the enormity

• Theoretically analyze impact of an individual local data 
sample on global model

• Design a collaborative data selection framework for FL to 
simultaneously improve convergence rate and final 
inference accuracy

• Achieve remarkable training speedup and accuracy 
improvement on industrial traffic classification task
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Thanks for Watching !

Please refer to our paper for more details ! 
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