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On-device Machine Learning

Machine learning models are crucial in modern mobile apps

Image Analytics

Activity Recognition

Text Analysis



On-device Continual Learning

Mobile users typically encounter dynamic contexts

Image Analytics

Activity Recognition

Text Analysis

Unseen weathers, objects

Different languages, topics, …

New device positions, human activities



On-device Continual Learning

It is critical to enable continual learning on mobile devices

Image Analytics

continual learning 



Prior Focus: System Bottleneck

Efficient on-device deployment of cloud-side approaches

Image Analytics

Storage
Saving

Loading 
Speedup

Computation
Acceleration

Cloud-Side CL 
Approaches System 

Optimization



Our Focus: Data Bottleneck

Scarce data resource on mobile devices is a key bottleneck

16% of iPhone 
users use Siri 
several times a 
day [2]

Data sets the performance ceiling

Average 
person takes 
≈12 photos 
daily [1]

Data scarcity is a prevalent issue

Image classification task with new weathers

Acc.
DropTime Speedup



Existing Solutions

Param-and-model-based methods are ineffective or inefficient

#1 Param-based: Few-Shot CL #2 Model-based: Federated CL

Pre-train on 
Base Contexts

Ineffective for Unpredictable 
User Contexts

Transfer to
Similar Contexts

Inefficient for Heterogeneous
Cross-Device Contexts



Existing Solutions

Param-and-model-based methods are ineffective or inefficient

#1 Param-based: Few-Shot CL #2 Model-based: Federated CL

Pre-train on 
Base Contexts

Transfer to
Similar Contexts

Fundamental Solution from Data Aspect:
Enrich scarce device data with cloud data !

Ineffective for Unpredictable 
User Contexts

Inefficient for Heterogeneous
Cross-Device Contexts



Observations

#1 Abundant Cloud Data

Public 
Datasets

Crawled 
Internet Data

Crowd-
Sourced Data

#2 Large Potential Improvement

More Effective than Few-Shot CL

7.7%
8.3%

5.4%

6.4%

More Efficient 
than

Federated CL
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Problem Formulation

Device Data

Past Contexts
Data 𝐷𝑑𝑒

1:𝑡−1
New Context 

Data 𝑫𝒅𝒆
𝒕

Cloud Data

Optimal Data 
Subset 𝑺𝒕,∗

Overall Objective
max
𝑆𝑡⊆𝐷𝑐𝑙

𝑆𝑖𝑚 𝐷𝑑𝑒
𝑡 , 𝑆𝑡 𝜃)

Parameter

Loss

similarity w.r.t.
parameter update

Select the cloud data subset most similar to device data



Challenges

Device Data

Past Contexts
Data 𝐷𝑑𝑒

1:𝑡−1
New Context 

Data 𝐷𝑑𝑒
𝑡

Cloud Data

Optimal Data 
Subset 𝑆𝑡,∗

Overall Objective
max
𝑆𝑡⊆𝐷𝑐𝑙

𝑆𝑖𝑚 𝐷𝑑𝑒
𝑡 , 𝑆𝑡 𝜃)

How to achieve privacy, efficiency and effectiveness 
simultaneously?

Developing a feasible framework face critical challenges



Challenge 1: Privacy and Efficiency

Device Data

Past Contexts
Data 𝐷𝑑𝑒

1:𝑡−1
New Context 

Data 𝐷𝑑𝑒
𝑡

Cloud Data

Optimal Data 
Subset 𝑆𝑡,∗

Overall Objective
max
𝑆𝑡⊆𝐷𝑐𝑙

𝑺𝒊𝒎 𝑫𝒅𝒆
𝒕 , 𝑺𝒕 𝜃)

How to achieve privacy, efficiency and effectiveness 
simultaneously?

Developing a feasible framework face critical challenges

Upload Private User Data

Download All Cloud Data



Challenge 2: Efficiency and Effectiveness

Device Data

Past Contexts
Data 𝐷𝑑𝑒

1:𝑡−1
New Context 

Data 𝐷𝑑𝑒
𝑡

Cloud Data

Optimal Data 
Subset 𝑆𝑡,∗

Overall Objective
𝐦𝐚𝐱
𝑺𝒕⊆𝑫𝒄𝒍

𝑆𝑖𝑚 𝐷𝑑𝑒
𝑡 , 𝑆𝑡 𝜃)

How to achieve privacy, efficiency and effectiveness 
simultaneously?

Developing a feasible framework face critical challenges

. . . 
Exponential Num. of
Candidate Subsets



Challenge 3: Effectiveness in Continual Learning

Device Data

Past Contexts
Data 𝐷𝑑𝑒

1:𝑡−1
New Context 

Data 𝐷𝑑𝑒
𝑡

Cloud Data

Optimal Data 
Subset 𝑆𝑡,∗

Overall Objective
max
𝑆𝑡⊆𝐷𝑐𝑙

𝑆𝑖𝑚 𝐷𝑑𝑒
𝑡 , 𝑆𝑡 𝜃)

How to achieve privacy, efficiency and effectiveness 
simultaneously?

Developing a feasible framework face critical challenges

New Context Conflicts with Past Contexts
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Privacy: Problem Decomposition 

Device Data

Past Contexts
Data 𝐷𝑑𝑒

1:𝑡−1
New Context 

Data 𝑫𝒅𝒆
𝒕

Cloud Data

Optimal Data 
Subset 𝑺𝒕,∗

Overall Objective
max
𝑆𝑡⊆𝐷𝑐𝑙

𝑆𝑖𝑚 𝑫𝒅𝒆
𝒕 , 𝑺𝒕 𝜃)

Introduce cloud directory dataset for problem decomposition

Sub-Objective (A)
max
𝑤𝑡

𝑆𝑖𝑚 𝑫𝒅𝒆
𝒕 , 𝒘𝒕𝑫𝒄𝒍

𝒅𝒊𝒓 𝜃)

Sub-Objective (B)
max
𝑆𝑡⊆𝐷𝑐𝑙

𝑆𝑖𝑚 𝒘𝒕𝑫𝒄𝒍
𝒅𝒊𝒓, 𝑺𝒕 𝜃)

Directory 
Dataset 𝑫𝒄𝒍

𝒕



Privacy: Device-Cloud Collaboration

Device-side Operations

Sub-Objective (A)
𝐦𝐚𝐱
𝒘𝒕

𝑆𝑖𝑚 𝐷𝑑𝑒
𝑡 , 𝑤𝑡𝐷𝑐𝑙

𝑑𝑖𝑟 𝜃)

Sub-Objective (B)
max
𝑆𝑡⊆𝐷𝑐𝑙

𝑆𝑖𝑚 𝑤𝑡𝐷𝑐𝑙
𝑑𝑖𝑟 , 𝑆𝑡 𝜃)

Directory 
Dataset 𝑫𝒄𝒍

𝒕

① Download Directory Dataset 𝐷𝑐𝑙
𝑡

② Compute Optimal 
Directory Weights 𝑤𝑡,∗



Privacy: Device-Cloud Collaboration

Cloud-side Operations

Sub-Objective (A)
max
𝑤𝑡

𝑆𝑖𝑚 𝐷𝑑𝑒
𝑡 , 𝑤𝑡𝐷𝑐𝑙

𝑑𝑖𝑟 𝜃)

Sub-Objective (B)
max
𝑆𝑡⊆𝐷𝑐𝑙

𝑆𝑖𝑚 𝑤𝑡𝐷𝑐𝑙
𝑑𝑖𝑟 , 𝑆𝑡 𝜃)

Directory 
Dataset 𝑫𝒄𝒍

𝒕

① Download Directory Dataset 𝐷𝑐𝑙
𝑡

② Compute Optimal 
Directory Weights 𝑤𝑡,∗

③ Receive Optimal Weight 𝒘𝒕,∗

③ Search for Optimal 
Subset 𝑆𝑡,∗

Device-side Operations

w/o Sharing Raw User Data Samples



Privacy: Directory Dataset Construction

Sub-Objective (A)
max
𝑤𝑡

𝑆𝑖𝑚 𝐷𝑑𝑒
𝑡 , 𝑤𝑡𝐷𝑐𝑙

𝑑𝑖𝑟 𝜃)

Sub-Objective (B)
max
𝑆𝑡⊆𝐷𝑐𝑙

𝑆𝑖𝑚 𝑤𝑡𝐷𝑐𝑙
𝑑𝑖𝑟 , 𝑆𝑡 𝜃)

Directory 
Dataset 𝑫𝒄𝒍

𝒕

Cloud-Side
Data

Cloud-Side 
Features

Cluster 
Centroids 

How to construct a representative directory dataset?



Gradient
Descent

Efficiency: Failure of Naïve Solutions

Sub-Objective (A)
max
𝑤𝑡

𝑆𝑖𝑚 𝐷𝑑𝑒
𝑡 , 𝑤𝑡𝐷𝑐𝑙

𝑑𝑖𝑟 𝜃)

Sub-Objective (B)
max
𝑆𝑡⊆𝐷𝑐𝑙

𝑆𝑖𝑚 𝑤𝑡𝐷𝑐𝑙
𝑑𝑖𝑟 , 𝑆𝑡 𝜃)

Scarce Data Overfitted Weight Exponential Subsets

Brute-Force
Search

Optimal Subset

Naïve solutions are inefficient for device and cloud sub-objectives



Efficiency: Device-Side Soft Matching

Sub-Objective (A)
max
𝑤𝑡

𝑆𝑖𝑚 𝐷𝑑𝑒
𝑡 , 𝑤𝑡𝐷𝑐𝑙

𝑑𝑖𝑟 𝜃)

Sub-Objective (B)
max
𝑆𝑡⊆𝐷𝑐𝑙

𝑆𝑖𝑚 𝑤𝑡𝐷𝑐𝑙
𝑑𝑖𝑟 , 𝑆𝑡 𝜃)

Exponential Subsets

Brute-Force
Search

Optimal Subset

Device-side soft matching strategy for representative weight

Soft Matching

Each 
On-Device

Sample

Multiple
Directory
Elements



Efficiency: Cloud-Side Optimal Sampling

Sub-Objective (A)
max
𝑤𝑡

𝑆𝑖𝑚 𝐷𝑑𝑒
𝑡 , 𝑤𝑡𝐷𝑐𝑙

𝑑𝑖𝑟 𝜃)

Sub-Objective (෡𝑩)
max
𝑷𝒄𝒍
𝒕

𝑬𝑺𝒕∼𝑷𝒄𝒍
𝒕 𝑆𝑖𝑚 𝑤𝑡𝐷𝑐𝑙

𝑑𝑖𝑟 , 𝑆𝑡 𝜃)

Cloud-side optimal sampling with constant time complexity

Soft Matching

Scarce 
Data

Directory
Dataset

Sampling

Optimal Sampling 
Strategy 

Optimal in 
Expectation



Efficiency: Cloud-Side Optimal Sampling

Sub-Objective (A)
max
𝑤𝑡

𝑆𝑖𝑚 𝐷𝑑𝑒
𝑡 , 𝑤𝑡𝐷𝑐𝑙

𝑑𝑖𝑟 𝜃)

Sub-Objective (෡𝑩)
max
𝑷𝒄𝒍
𝒕

𝑬𝑺𝒕∼𝑷𝒄𝒍
𝒕 𝑆𝑖𝑚 𝑤𝑡𝐷𝑐𝑙

𝑑𝑖𝑟 , 𝑆𝑡 𝜃)

Cloud-side optimal sampling with constant time complexity

Soft Matching

Scarce 
Data

Directory
Dataset

Sampling

Optimal Sampling 
Strategy 

Optimal in 
Expectation

Intra-Cluster Prob. (Pre-computed)
Inter-Cluster Size  (Real-Time Updated)



Effectiveness: Theoretical Analysis

Theorem. The impact of enriched data on overall continual learning 
performance is determined by 

(1) new-context representativeness

(2) past-contexts proximity 

(3) cross-context heterogeneity



Effectiveness: Theoretical Analysis

Theorem. The impact of enriched data on overall continual learning 
performance is determined by 

(1) new-context representativeness

(2) past-contexts proximity 

(3) cross-context heterogeneity

Refer to our paper for more details!

Sampling

Re-Optimize 
Sampling Strategy 

Optimal in 
Expectation

Consider
Impacts on 
New & Past

Contexts



Overall Workflow

Abundant Cloud Data

New 
Context

Soft 
Matching

③ Optimal Data Sampling

② Soft Data Matching

Cloud Features Clusters & Directory

① Directory Construction

Directory Dataset

0.8
0.2
0.0
0.0

Past 
Weights

0.0
0.2
0.7
0.1

0.0
0.0
0.1
0.9

Inter-Cluster Size   &  Intra-Cluster Sampling

④ On-Device Continual Learning

Context t-1 Context t

Soft
Max

Past 
Contexts

…

0.8
0.2
0.0
0.0

Cluster Weight & Variance New-Context
Represent.

Past-Contexts
Proximity

Directory 
Weight

Directory Weights Enriched Dataset
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Evaluation Setup

• Implementation
• Device: Jetson Nano

• Cloud: NVIDIA 3090Ti

• Tasks & Datasets
• 4 tasks & data modalities

• Each with ≥2 categories of ≥5 contexts

• 4 ML models

• Baselines
• 3 few-shot CL algorithms 

• Federated CL

• Random data enrichment

• Configurations
• Cloud data: random 50% samples

• Device data: 5 samples/context

• Directory: 20 x num. of classes



Overall Performance

Higher overall CL performance compared with few-shot CL:

- 15.1%, 12.4%, 1.1%, 5.6% accuracy improvement for visual, IMU, audio, 
textual tasks



Overall Performance

Lower communication overheads compared with federated CL:

- More than 91% communication cost reduction for different tasks



System Scalability

• Device-Side: 1.05 – 109 
ms/sample

• Cloud-Side: 2.56 – 7.15 
ms/context

Latency (ms) Memory (MB) Communication (KB)

• Device-Side: No increased 
peak memory footprint

• Cloud-Side: 0.12 – 7.8 MB 
extra memory cost

• Upload: ≤1KB for 
directory weights

• Download: 2.89 – 30.4 KB
for enriched data



System Scalability

• Device-Side: 1.05 – 109 
ms/sample

• Cloud-Side: 2.56 – 7.15 
ms/context

Latency (ms) Memory (MB) Communication (KB)

• Device-Side: No increased 
peak memory footprint

• Cloud-Side: 0.12 – 7.8 MB 
extra memory cost

• Upload: ≤1KB for 
directory weights

• Download: 2.89 – 30.4 KB
for enriched data

More Details in Our Paper:
Component-Wise Analysis, Sensitivity Analysis, 

Different Impacts on New and Past Contexts



Problem 

• The data bottleneck in on-device continual learning

• Existing solutions show ineffectiveness and inefficiency

Conclusion

Solution

• Delta, a cloud-assisted data enrichment framework that 
simultaneously achieves privacy, efficiency and effectiveness

Result

• Delta shows superior continual learning performance in different 
tasks with varied data modalities with marginal system overheads



Problem 

• The data bottleneck in on-device continual learning

• Existing solutions show ineffectiveness and inefficiency

Conclusion

Solution

• Delta, a cloud-assisted data enrichment framework that 
simultaneously achieves privacy, efficiency and effectiveness

Result

• Delta shows superior continual learning performance in different 
tasks with varied data modalities with marginal system overheads

Thank You for Your Attention !
Chen Gong

gongchen@sjtu.edu.cn


