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ABSTRACT
Music plagiarism detection is gaining more and more attention
due to the popularity of music production and society’s emphasis
on intellectual property. We aim to find fine-grained plagiarism
in music pairs since conventional methods are coarse-grained and
cannot match real-life scenarios. Considering that there is no size-
able dataset designed for the music plagiarism task, we establish a
large-scale simulated dataset, named Music Plagiarism Detection
Dataset (MPD-Set) under the guidance and expertise of researchers
from national-level professional institutions in the field of music.
MPD-Set considers diverse music plagiarism cases found in real life
from the melodic, rhythmic, and tonal levels respectively. Further,
we establish a Real-life Dataset for evaluation, where all plagiarism
pairs are real cases. To detect the fine-grained plagiarism pairs ef-
fectively, we propose a graph-based method called Bipatite Melody
Matching Detector (BMM-Det), which formulates the problem as a
max matching problem in the bipartite graph. Experimental results
on both the simulated and Real-life Datasets demonstrate that BMM-
Det outperforms the existing plagiarism detection methods, and is
robust to common plagiarism cases like transpositions, pitch shifts,
duration variance, andmelody change. Datasets and source code are
open-sourced at https://github.com/xuan301/BMMDet_MPDSet.
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1 INTRODUCTION AND RELATEDWORK
Nowadays, the number of music documents on the Internet is in-
creasing rapidly. Each year, over 10 million new albums of recorded
music are released and over 100 million new musical pieces are reg-
istered for copyright [27]. Easy access to musical content increases
the risk of unintentional or intentional plagiarism. The number of
lawsuits and revenue losses due to music plagiarism is soaring [8].
However, no concrete rules have seen proposed for music copyright
infringement [7].

Melody plagiarism is prominent in the accusation, though sam-
ple and rhythm plagiarism are also common [11]. The melody
plagiarism problem has been researched a lot over the past decades
[9, 10, 21]. Several methods have been proposed to extract melody
from musical mixtures [2, 4, 14, 26]. Just as there is now a com-
mitment towards plagiarism detection and copyright protection in
the field of image analysis [6, 17], similar efforts are being made in
the realm of music. Existing music plagiarism detection methods
can be categorized as audio-based methods and sheet-based meth-
ods. Audio-based methods inspect music pairs by comparing their
time-frequency representations [3, 11, 13]. Sheet-based method
measures the symbolic melodic similarity [24, 28]. However, the
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(a) Conventional Course-Grained Music Plagiarism Detection

(b) Fine-Grained Music Plagiarism Detection
Figure 1: Comparison between the conventional and fine-grainedmusic plagiarism detection is particularly studied in this paper.
(a) Conventional plagiarism detection is usually coarse-grained and not optimized to identify common real-life plagiarism
scenarios. (b) BMM-Det can perform fine-grained music plagiarism detection, accurately identify even when the proportion of
plagiarised clips is low, and optimize the identification of plagiarism cases such as ➀ transposition (TR), ➁ pitch shifts (PS), ➂

duration variance (DV), ➃ melody change (MC), etc.

current methods are coarse-grained and consider little about mu-
sic theory. They lack robustness and perform poorly when facing
some tricky music changes like transposition, pitch shifts, duration
variance, and melody change. Some high-level feature based meth-
ods like [22, 23] formulate the problem as a sequence similarity
problem solved by edit distance. Other works define the plagiarism
degree based on n-gram techniques such as Ukkonen measure, Sum
Common measure, and TF-IDF correlation [1, 12, 20]. Neverthe-
less, these methods cannot perform fine-grained detection, which
means that plagiarism only exists in a relatively small part of a
musical piece, in the form of pitch shifts, duration variance, and
melody change, etc.

We propose a novel model, Bipartite Melody Matching Detector
(BMM-Det), for fine-grained music plagiarism detection, which can
find local melody plagiarism pairs from music datasets. Compared
with conventional methods, BMM-Det is able to detect finer-grained
plagiarised fragments and identify hard cases like transposition,
duration variance, pitch shifts, melody change, etc. The detailed
difference is shown in Figure 1. BMM-Det converts two melodies
into a bipartite graph and regards the corresponding maximum
weight matching as their plagiarism degree. Based on music theory,
we represent each melody as a sequence and regard segments of
the sequence as vertices. The edge’s weight between two vertices
is defined by an elaborately designed distance. In our dataset con-
structed from real-life cases, our method surpasses the baseline
plagiarism detection algorithms by a large margin.

Apart from the ineffectiveness of existing plagiarism detection al-
gorithms, there are no large-scale datasets collected and established
for music plagiarism detection. Existing datasets on music plagia-
rism detection like [20], Columbia Law School [10] and MIREX 1

are not public and also out-of-date. Thus, we collect real-life music

1https://www.music-ir.org/mirex/wiki/2005:Symbolic_Melodic

plagiarism cases on our own, which have been made public for
all research use. Also, there is no large-scale dataset on music pla-
giarism, and court decisions are scarce. Datasets like POP909 [29]
contain multiple versions of the same piece of music but are de-
signed for music generation. These multiple versions of music do
not take into account any similarities in musical structure, pitch, or
duration, but rather are a stylistically consistent re-creation of the
original piece. Musical plagiarism is usually a fine-grained copy of
another piece, but this type of dataset contains an overall variation.
Therefore, we propose Music Plagiarism Detection Dataset (MPD-
Set) specifically designed for music plagiarism detection, which is
the first large-scale music plagiarism detection dataset and will be
covered in detail in Section 2.

Our contributions are summarized as follows:
1. A fine-grained music plagiarism detection model based on

bipartite graph matching named as BMM-Det is proposed. BMM-
Det can cope with transposition, pitch shifts, duration variance,
and melody change, etc. It can also pick out the fine-grained similar
regions between two musical pieces with low global similarity.

2. Two new datasets for music plagiarism detection are published.
MPD-Set is a large-scale dataset designed under the guidance of
researchers from national-level professional institutions in the field
of music, and we also collect a dataset consisting of real-life plagia-
rism pairs. These datasets address the current lack of data in this
field and will facilitate research on music plagiarism detection.

3. To evaluate the performance of BMM-Det, the model parame-
ters have been tuned using the training part of MPD-Set, and then
tested directly on the testing part of MPD-Set and the whole Real-
life Dataset. The experimental results indicate that BMM-Det is
efficient in detecting fine-grained plagiarism and that the MPD-Set
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is an effective reflection of real-life plagiarism scenarios, highlight-
ing the importance of our research in contributing to fairness within
the music industry’s copyright landscape.

2 THE SIMULATED MPD-SET
The Music Plagiarism Detection Dataset (MPD-Set) is, to the best
of our knowledge, the first publicly available large-scale dataset en-
compassing 2,000 music pieces designed for the task of music plagia-
rism detection. We have collaborated with researchers from Central
Conservatory of Music to design the dataset under their guidance
and expertise2. This joint effort ensures MPD-Set accurately reflects
the diverse range of music plagiarism cases encountered in real life,
fostering the development of more effective tools and methods for
protecting intellectual property in the music industry.

The original songs utilized to create the MPD-Set have been
sourced from Wikifonia3, an open-source dataset comprised of
real-life human-composed songs. To facilitate the construction of
MPD-Set, we extract song fragments from Wikifonia in MusicXML
format, convert them into the widely-used MIDI format within
academia, and subsequently build the dataset.

The MPD-Set consists of a total of 2,000 music pieces, with each
pair exhibiting a copying relationship. The most common method
of plagiarism in the real world is often to select the most easily
recognized elements (melody, rhythm, tonality) in music for direct
replication or subtle revision. Therefore, to reflect real-world plagia-
rism occurrences and cover the most common plagiarism methods,
we have designed four distinct types of plagiarism methods for the
dataset from the melodic, rhythmic, and tonal levels respectively:
transposition based on the melodic level, pitch shifts based on the
tonal level, duration variance based on the rhythmic level, and
melody change based on the melodic and rhythmic level, with each
type accounting for 25% of the dataset. The specific implications of
these four plagiarism types are as follows:

Transposition: In the transposition type of plagiarism, the orig-
inal song is randomly divided into 3 to 5 segments. After the order
of these segments is shuffled, they are reassembled to create a new
arrangement of the piece. This process results in a modified version
of the original song with the overall structure altered.

Pitch Shifts: In this scenario, a fragment of the original song
undergoes pitch shifts and is subsequently added to an entirely
unrelated song, creating a new piece with embedded plagiarism.
Although the position of the note sequence in the melodic fragment
after shift is different from the previous one, the fragment of the
original song are exactly the same melodic lines as the new piece,
which is actually the presence of a melody in a different tonality.
This type of plagiarism is to transfer the tonality of the original
song melody, which is a relatively concealed and common method
of musical plagiarism.

Duration Variance: This type of plagiarism varies from the
process of pitch shifts, instead of shifting the pitch of the notes, the
duration of each note in the original piece is altered, modifying the
original song at the rhythmic level, and the manipulated fragment is
added to a completely unrelated song. It is also a relatively concealed
and common method of music plagiarism.

2Detailed information will be included in acknowledgements
3https://www.wikifonia.org

Melody Change: This type is a much more sophisticated situa-
tion of plagiarism, which entails simultaneously altering themelody
and rhythm of a fragment of the original song using MuseMor-
phose [30], a Transformer-based Variational Autoencoder (VAE)
model, and integrating the transformed fragment into a completely
unrelated song, resulting in a new piece containing concealed pla-
giarism. Concerning the melody change type of plagiarism, it is
important to emphasize that, according to various national laws, de-
termining whether a direct plagiarism relationship exists between
the generated music and the original piece can be quite challenging.
This difficulty arises because the altered melody and rhythm, de-
spite being derived from the original song, may exhibit significant
differences, making it hard to establish a clear connection between
the two.

3 METHOD
3.1 Preliminaries: Bipartite Graph Matching
Bipartite Graph is a type of graph where the nodes can be divided
into two separate sets, often referred to as "left" and "right." Edges
only exist between nodes that are in different sets (i.e. a node in the
"left" set can only be connected to a node in the "right" set, and vice
versa). Bipartite graph matching refers to the problem of finding
pairs of nodes in a bipartite graph such that each node is paired
with exactly one other node, and no two pairs share an edge. In
other words, we want to find a way to connect every node on the
left side of the graph with a node on the right side in such a way
that there are no overlaps.

In mathematical formulation, Given a bipartite graph𝐺 = (𝑉 , 𝐸)
consisting of two disjoint sets of vertices 𝑈 and𝑊 , where |𝑈 | = 𝑛

and |𝑉 | = 𝑚(𝑛 ≥ 𝑚), and an edge set 𝐸 ⊆ 𝑈 ×𝑊 . The goal is
to find the maximum cardinality matching𝑀 in 𝐺 , where𝑀 ⊆ 𝐸.
Formally, let𝑀 be a subset of edges that form a matching in 𝐺 . We
can represent𝑀 as a binary vector (𝑥1, 𝑥2, . . . , 𝑥𝑚), where 𝑥𝑖 = 1 if
edge 𝑖 belongs to𝑀 , and 𝑥𝑖 = 0 otherwise. The cost of each edge is
𝑆 = (𝑠1, 𝑠2, . . . , 𝑠𝑚). Then, we can formulate it as an optimization
problem:

maximize
∑𝑚
𝑖=1 𝑠𝑖𝑥𝑖

𝑠 .𝑡 . 𝑥𝑖 ∈ {0, 1} ∀𝑖 ∈ {1, 2, . . . ,𝑚}∑
𝑖∈𝑁 ( 𝑗 ) 𝑥𝑖 ≤ 1 ∀𝑖 ∈ {1, 2, . . . , 𝑛}

(1)

where 𝑁 ( 𝑗) denotes the set of nodes adjacent to node 𝑗 in the
bipartite graph 𝐺 . The first constraint ensures that every edge is
either selected or not selected in the matching, and the second
constraint ensures that each vertex in 𝑈 is adjacent to at most one
vertex in𝑊 in the matching.

3.2 Melody Sequence Representation
Before the detection algorithm, we first process the input data
based on music theory. Specifically, given two musical pieces, we
represent their melodies with two sequences 𝑆1 = {𝑎1, . . . , 𝑎𝑛} and
𝑆2 = {𝑏1, . . . , 𝑏𝑚}. Every component 𝑎𝑖 is composed of the pitch,
duration, and downbeat of the corresponding note. The pitch and
duration are denoted in Musical Instrument Digital Interface(MIDI)
protocol, and the binary value downbeat denotes whether this note
is downbeat.
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Figure 2: The pipeline of BMM-Det. Given two melodies, we convert them into two sequences, containing robust pitch, duration,
and downbeat representations. Next, we cut the sequences into segments and build the bipartite graph. The maximum weight
matching algorithm can be performed to get the final plagiarism degree and fine-grained matching results.

The changes of key and speed in music are commonly inspected
in music plagiarism. To handle the challenges, we apply the idea
of the relative sequence for both pitch and duration. The relative
sequences record the pitch and duration difference between neigh-
boring notes instead of the absolute pitch, which makes our melody
representation robust to key and speed modifications.

3.3 Music Plagiarism Detection with Bipartite
Graph Matching

With the melody representation, we can formulate music plagiarism
detection as a bipartite graph matching problem. We establish a
bipartite graph 𝐺 = (𝑈 ∪𝑊, 𝐸), where 𝑈 and𝑊 are two disjoint
vertex sets of the bipartite graph with |𝑈 | = 𝑛, |𝑊 | = 𝑚, and 𝐸

represents the edge set between 𝑈 and𝑊 .

3.3.1 Vertex formation. We choose to get the vertices from the
melody sequence by cutting with overlaps. For two melody se-
quences 𝑆1 and 𝑆2, we cut them into clips with length 𝑙 and overlap-
ping rate 𝑟 to obtain clip lists 𝑃1 and 𝑃2. Each clip in 𝑃1 is considered
as a vertex in𝑈 and each clip in 𝑃2 is a vertex in𝑊 .

3.3.2 Edge formation. For each vertex 𝑢 ∈ 𝑈 and 𝑤 ∈ 𝑊 , we
construct an edge 𝑒 = (𝑢,𝑤). In music plagiarism, high melody
similarity is a determinant in the final judgment, while low sim-
ilarity is acceptable. Therefore, we want our edge cost to satisfy
two properties. First, the edge cost should reflect the similarity of
two melody clips. Second, the edge cost should amplify the high
similarity and suppress the low similarity, making it more sensitive
to plagiarism.

To satisfy the first property, we use the edit distance to reflect the
melody similarity. The edit distance between two sequences aims to
calculate the minimum operation costs to change one sequence to
the other with pre-defined operations. The three basic operations

on melody are substitution, insertion, and deletion, whose costs
𝑐sub, 𝑐ins and 𝑐del are detailed in section 3.4.

The edit distance can be calculated with the idea of dynamic
programming. We define a two-dimensional dynamic table𝑑 , where
𝑑𝑖, 𝑗 records the distance between the first 𝑖 notes of 𝑢 and the first 𝑗
notes of 𝑣 . Therefore, 𝑑𝑙,𝑙 means the complete edit distance between
𝑢 and𝑤 . We can define the boundary conditions:

𝑑𝑖,0 =
𝑖∑︁

𝑘=1
𝑐del (𝑢𝑘 ), 1 ≤ 𝑖 ≤ 𝑙 (2)

𝑑0, 𝑗 =
𝑗∑︁

𝑘=1
𝑐ins (𝑤𝑘 ), 1 ≤ 𝑗 ≤ 𝑙 (3)

where 𝑢𝑘 means the 𝑘th note of vertex 𝑢 (similar for 𝑤 ). With
the boundary conditions, we can define the update function under
different circumstances.

For 𝑢𝑖 = 𝑤 𝑗 , we have:

𝑑𝑖, 𝑗 = 𝑑𝑖−1, 𝑗−1 (4)

For 𝑢𝑖 ≠ 𝑤 𝑗 , we have:

𝑑𝑖, 𝑗 = min(𝑑del𝑖, 𝑗 , 𝑑
ins
𝑖, 𝑗 , 𝑑

sub
𝑖, 𝑗 ) (5)

where
𝑑del𝑖, 𝑗 = 𝑑𝑖−1, 𝑗 + 𝑐del (𝑢𝑖 )

𝑑 ins𝑖, 𝑗 = 𝑑𝑖, 𝑗−1 + 𝑐ins (𝑤 𝑗 )

𝑑sub𝑖, 𝑗 = 𝑑𝑖−1, 𝑗−1 + 𝑐sub (𝑢𝑖 ,𝑤 𝑗 )

(6)

Now that we have obtained the edge weight between two nodes,
we aim to redesign it to better suit the needs of music plagiarism
detection. We observe that in music plagiarism, the local high sim-
ilarity of two short clips often contributes more to the judgment,
while low similarity is acceptable in music creation. To achieve this,
we want to satisfy two properties for our edge weight:

1) Amplify high similarity and suppress low similarity.
2) Ensure the edge weight falls within the range of [0, 1].
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To satisfy the second property, we use the function described in
Equation 7 to transform the original edit distance into our required
edge weight. The logarithm calculation in Equation 7 is used to
amplify the differences between smaller values and suppress those
between larger values.

𝑓 (𝑑) = ln(1 + 𝑒−𝑑 )
ln 2

(7)

3.3.3 Music Plagiarism Degree. With the bipartite graph estab-
lished, we can now analyze the comprehensive melody similarity
between two music pieces with fine-grained awareness. To obtain
the minimum cost matching of the bipartite graph 𝐺 , we employ
the Kuhn–Munkres (KM) algorithm [16]. The KM algorithm, also
known as the Hungarian algorithm, is a combinatorial optimization
algorithm that efficiently solves the assignment problem by com-
puting the minimum weight of matching in a weighted bipartite
graph.

Let 𝐺 = (𝑈 ∪𝑊, 𝐸) be a weighted bipartite graph, where 𝑈 and
𝑊 are the sets of vertices on the two sides of the graph, and 𝐸

is the set of edges connecting the vertices. Each edge (𝑢,𝑤) ∈ 𝐸

has an associated non-negative weight 𝑡 (𝑢,𝑤). The goal of the KM
algorithm is to find a perfect matching 𝑀 of the bipartite graph
that minimizes the total weight:

𝑀 = argmin
𝑀

∑︁
(𝑢,𝑤 ) ∈𝑀

𝑡 (𝑢,𝑤) . (8)

The KM algorithm finds the minimum weight perfect matching
by iteratively updating a set of labels, one for each vertex in 𝑈

and𝑊 . The algorithm starts with an initial feasible labeling and a
partial matching. It then searches for augmenting paths, which are
alternating paths that start and end with unmatched vertices, while
respecting the labeling constraints. If an augmenting path is found,
the algorithm increases the size of the matching by flipping the
matched and unmatched edges along the path. The process repeats
until no more augmenting paths can be found, at which point the
algorithm has found a minimum weight perfect matching.

By applying the KM algorithm, we can determine the minimum
matching scores, which represent the plagiarism degree between
the two music pieces. Furthermore, we can locate the plagiarized
parts by examining the matched vertex pairs in the bipartite graph.
This approach allows for a detailed analysis of the similarities be-
tween the two music pieces, identifying and quantifying the extent
of plagiarism present in the compositions.

3.4 Score Design of Edit Operations
In this section, we define the scores of substitution, insertion, and
deletion. For insertion and deletion, we set their costs to 𝑐ins =

𝑐del = 1. For substitution, the computation is more complicated.
The common knowledge is that substitution with larger pitch or
duration differences will have a greater influence on the music,
especially the downbeat notes. Therefore, we need a comprehensive
design of the substitution cost to reflect its real impact on the music.

Our substitution cost function is Equation 9:

𝑐sub (𝑢𝑖 ,𝑤 𝑗 ) = 𝑐downbeat (𝑢𝑖 ,𝑤 𝑗 ) · [𝑐pitch (𝑢𝑖 ,𝑤 𝑗 ) +𝑐duration (𝑢𝑖 ,𝑤 𝑗 )],
(9)

where 𝑐downbeat is the downbeat coefficient, 𝑐pitch is the pitch dif-
ference cost, and 𝑐duration is the duration difference cost. 𝑐pitch and
𝑐duration are defined as:

𝑐pitch (𝑢𝑖 ,𝑤 𝑗 ) =
���𝑢pitch𝑖

−𝑤
pitch
𝑗

��� (10)

𝑐duration (𝑢𝑖 ,𝑤 𝑗 ) =
���𝑢duration𝑖 −𝑤duration

𝑗

��� (11)

where the superscript represents that it is the pitch or duration of
the note. Downbeat coefficient 𝑐downbeat is defined in Equation 12:

𝑐downbeat (𝑢𝑖 ,𝑤 𝑗 ) = 𝑘down · 𝑢downbeat𝑖 ·𝑤downbeat
𝑗 (12)

where 𝑢downbeat
𝑖

∈ {0, 1} is the binary downbeat indicator repre-
senting whether the 𝑖𝑡ℎ note of𝑢 is a downbeat(similar for 𝑣). 𝑘down
is a hyperparameter controlling the importance of the downbeat.

4 EXPERIMENTS
To demonstrate the effectiveness of our MPD-Set and BMM-Det for
fine-grained plagiarism detection, we opt to tune BMM-Det using
the MPD-Set and evaluate its performance on two test sets. The first
test set is a subset of the MPD-Set, and the second test set consists of
real-life plagiarism cases (Real-life Dataset). This approach allows
us to assess the algorithm’s ability to generalize across different
types of data, showing the robustness of our method.

4.1 Datasets
We use two datasets for the experiment. The first is MDP-Set, which
has been introduced in Section 2. The second real-life one is col-
lected by us and consists of 29 pairs of songs, where 20 pairs are
legally judged as plagiarism by the court [5], and the other 9 pairs
of songs are from Ping An Tech’s work4, and all these 29 pairs of
songs constitute plagiarism.

4.2 Implementation Details
Experiment Setting: Our primary objective is to assess the ca-
pability of our algorithm to detect music plagiarism and locate
plagiarized parts, especially in real-world situations. Due to the
limited availability of real-life music plagiarism legal cases, we
strive to significantly expand our test sets to showcase the robust-
ness and adaptability of our model. To achieve this, we first divide
the MPD-Set into an 80-20 proportion. We use 80% of the MPD-
Set, consisting of approximately 1600 songs, to tune the BMM-Det
algorithm. The remaining 20% of the MPD-Set, comprising approx-
imately 400 songs, serves as the first test set. In addition, we utilize
a second test set consisting of real-life plagiarism cases to further
evaluate our model’s performance in practical scenarios.

By tuning the algorithm on the majority of the MPD-Set and
striving to achieve impressive results on the Real-life Dataset, we
aim not only to demonstrate the effectiveness of our BMM-Det
model in capturing and reflecting the characteristics of plagiarism
present in real-world scenarios, but also to highlight the importance
of the MPD-Set as a reliable representation of real-life plagiarism
cases. Through this approach, we intend to evaluate the algorithm’s
ability to adapt and generalize across various types of data, while en-
suring a comprehensive assessment of its performance in detecting
music plagiarism.

Evaluation Metrics: To measure the performance of our al-
gorithm, we mainly focus on two indicators: the Average Ranking
Index (ARI) of the plagiarized songs and the accuracy.

4https://github.com/andyjhj/MusicPlag_Demo
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Plagiarized Music Original Music 1

Original Music 2

Original Music 3

PD=0.67

PD=0.51

PD=0.48

Figure 3: An example of fine-grained plagiarism detection using BMM-Det. The left song has potential plagiarism compared to
the three original songs on the right. Musical pieces of the same colour are detected as plagiarised pairs with high plagiarism
scores (e.g., 0.67, 0.51, 0.48), indicating a high degree of similarity between the compared sections.

1. Average Ranking Index (ARI): The ARI measures the aver-
age ranking of the plagiarized songwithin a dataset when compared
to the remaining original songs. The lower the ARI, the better the
performance of the algorithm. Mathematically, it is defined as:

𝐴𝑅𝐼 =
1
𝑁

𝑁∑︁
𝑖=1

𝑅𝑖 , (13)

where 𝑁 is the number of song pairs in the test set and 𝑅𝑖 is the
ranking of the plagiarized song for the 𝑖-th test case.

2. Accuracy: Accuracy measures the proportion of correctly
identified plagiarized songs in the test set. The higher the accuracy,
the better the performance of the algorithm. It is defined as:

Accuracy =
Number of Correct Identifications

Total Number of Test Cases
× 100%. (14)

In our experiment, a result is considered correct if the plagiarized
song is ranked first when compared to the other songs in the dataset.
By evaluating these two metrics, we can obtain a comprehensive
understanding of our algorithm’s performance in detecting music
plagiarism.

4.3 Results and Analysis
On Testing Dataset.We compare BMM-Det with other existing
methods, including Sum Common [19], Ukkonen [19], TF-IDF cor-
relation [15], and Tversky-equal [25], on both the MPD-Set and
the Real-life Dataset. Ukkonen and Sum Common consider the
difference of all n-gram features occurring in either one musical
piece [19]. TF-IDF correlation method is widely used for retriev-
ing text documents [15]. In our experiment, we use n-gram fea-
tures weighted by their frequency in both musical pieces and our
dataset, which is measured by inverted document frequency [18]:
IDF(𝜏) = log( 𝑛

𝑛𝜏
) where 𝑛 is the size of the dataset and 𝑛𝜏 is the

number of pieces including 𝜏 . Tversky’s ratio model originates
from [25], which is adapted by inserting IDF.

Table 1: Comparison of ARI and accuracy between different
methods on the MPD-Set and the Real-life Dataset.

Method MPD-Set Real-life Dataset
ARI Acc. ARI Acc.

TF-IDF corr.[15] 10.52 0.695 3.24 0.655
Tversky-equal[25] 16.37 0.685 3.14 0.655
Sum Common[19] 12.00 0.653 3.10 0.724

Ukkonen[19] 10.08 0.675 3.00 0.759
BMM-Det (Ours) 7.07 0.705 2.17 0.828

The results are shown in Table 1. For each baseline, we tune the
hyperparameter 𝑛. It is evident that BMM-Det outperforms all the
baselines on both datasets. This indicates that methods based on
n-gram features work only when the frequency of common n-gram
features is related to the overall plagiarism degree. Upon further
analysis of the results in the table, we can observe the following:

1. On the MPD-Set, BMM-Det (our method) outperforms other
methods with an ARI of 7.07 and an accuracy of 0.705. This is
a significant improvement compared to the second-best method,
Ukkonen, which has an ARI of 10.08 and an accuracy of 0.675. This
demonstrates the effectiveness of BMM-Det in detecting music
plagiarism in the MPD-Set.

2. On the Real-life Dataset, BMM-Det also achieves the best
performance with an ARI of 2.17 and an accuracy of 0.828. The
second-best method, Ukkonen, has an ARI of 3.00 and an accuracy
of 0.759. The superior performance of BMM-Det on the Real-life
Dataset further confirms its capability to adapt and generalize across
various types of data, including real-life plagiarism cases.

3. Comparing the results between MPD-Set and the Real-life
Dataset, BMM-Det maintains consistently high performance in
both datasets. This highlights the importance of the MPD-Set as a
reliable representation of real-life plagiarism cases and validates
the effectiveness of our algorithm in capturing and reflecting the
characteristics of plagiarism present in real-world scenarios. The
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performance of BMM-Det can be attributed to its ability to adapt
and generalize across different types of data, making it a more
robust and reliable method for detecting music plagiarism.

In conclusion, the results of our experiment demonstrate the
effectiveness of the BMM-Det algorithm in detecting music pla-
giarism in various testing datasets, including real-life cases. Its
superior performance over other methods, both in terms of the ARI
and accuracy, highlights its potential for practical applications in
the field of music plagiarism detection.

Ablation Study: In our experiment, we conduct ablation studies
to test the impact of different combinations of optimization meth-
ods for plagiarism degree measurement on the MPD-Set and the
Real-life Dataset. The tested optimization methods include Rela-
tiveDuration, RelativePitch, MaxMatch, DownBeat, and NoteDis-
tance, where RelativeDuration means using relative duration se-
quence, RelativePitch means using relative pitch sequence, Max-
Match means segmenting the sequence and computing the maxi-
mum weight matching, Downbeat means considering whether the
note is downbeat, and NoteDistance means considering the shifts
of the pitch when computing the edit distance. The outcomes of
these studies are detailed in Table 2, which is sorted by the ARI
obtained on the MPD-Set.

From the table, we can draw the following observations:
1. MaxMatch plays a pivotal role in improving the algorithm’s

performance. This is evident when comparing Row 1 (where Max-
Match is absent) and Row 6 (where it is present). The ARI decreases,
and the Accuracy significantly increases when MaxMatch is ap-
plied, underscoring its importance in enhancing the algorithm’s
ability to detect plagiarism.

2. The contributions of each individual module to the model’s
performance are generally positive. Our model’s components are
relatively decoupled, which allows us to analyze the role of each
part from the results displayed here. For instance, the impact of
NoteDistance can be observed from Rows 6, 7, 8, and 9, while the
effect of RelativeDuration can be deduced from Rows 4, 5, 8, and
9. Similar trends can be observed for other components. Among
these, the addition of the DownBeat module has a relatively minor
impact on performance compared to the other modules.

3. The simultaneous use of RelativeDuration, RelativePitch, and
MaxMatch results in a substantial enhancement of the model’s
performance (see Row 6). This performance improvement signals
the synergistic effect of these optimization methods when com-
bined. Further augmenting this combination with DownBeat and
NoteDistance leads to an even greater improvement, as the ARI
decreases further and the Accuracy rises (refer to Row 9). This trend
shows the compounded effect of integrating all these compositions,
revealing their collective significance in the plagiarism detection
task.

In summary, these results emphasize the individual contributions
of each optimization method, as well as their synergistic effects
when used together. By considering multiple musical features, our
algorithm becomes more robust, leading to improved performance
on both MPD-Set and Real-life Datasets. This indicates that our
BMM-Det algorithm effectively captures and reflects the character-
istics of plagiarism present in real-world scenarios and highlights
the importance of the MPD-Set as a reliable representation of real-
life plagiarism cases.

Considering Different Types of Plagiarism. In this experi-
ment, our primary objective is to assess the effectiveness of various
music plagiarism detection methods, including our proposed BMM-
Det algorithm, across different types of plagiarism. The MPD-Set
takes into account a comprehensive range of real-world plagiarism
scenarios, making it an ideal choice for evaluating the performance
of these methods. The dataset encompasses four distinct types
of plagiarism: transposition, pitch shifts, duration variance, and
melody change, with each type constituting 25% of the dataset.
By evaluating the performance of different methods in detecting
music plagiarism across these four types, we aim to gain a deeper
understanding of their effectiveness in various real-life plagiarism
scenarios. The experimental results, presented in Table 3, show the
performance of BMM-Det in different categories.

1. In the Transposition category, all methods achieve an ARI of
1.00 and an accuracy of 1.00. This indicates that plagiarism involving
transposition is relatively easy to detect and locate, as all methods
perform equally well in this category.

2. For both Pitch Shifts and Duration Variance categories, BMM-
Det surpasses other methods. Specifically, in the Pitch Shifts cat-
egory, BMM-Det garners an optimal accuracy of 0.98 and an ARI
of 1.02. In the Duration Variance category, BMM-Det sustains high
performance with an ARI of 1.00 and accuracy of 1.00. These out-
comes emphasize BMM-Det’s superior capability in identifying
music plagiarism involving pitch shifts and duration variance.

3. In the Melody Change category, BMM-Det significantly out-
performs other methods, achieving an ARI of 6.89 and an accuracy
of 0.33. Although the accuracy is lower compared to other cate-
gories of plagiarism, it still demonstrates the potential of BMM-Det
in detecting music plagiarism involving melody alterations. The
lower accuracy may be attributed to the difficulty in establishing
a clear connection between the generated music and the original
piece due to significant differences in the altered melody.

Identifying Fine-grained Plagiarized Parts: BMM-Det is ca-
pable of identifying fine-grained plagiarized sections in music. Fig-
ure 3 displays qualitative results where a song is compared with
others for potential plagiarism. The same color in the figure denotes
the fine-grained plagiarized parts detected by BMM-Det. Upon lis-
tening to these parts, we find they exhibit a high degree of auditory
similarity. Despite significant differences in structure, duration, and
pitch between these pairs, BMM-Det can successfully detect the
plagiarized sections, highlighting our method’s robust capabilities.

In our approach, we process and compare potential plagiarized
and original songs, calculating the edit distance using the BMM-Det
algorithm. By analyzing these distances, we obtain the plagiarism
scores (e.g., 0.67, 0.51, 0.48), which are derived from the maximum
weight matching of segmented sequences in the compared songs.
These scores indicate the degree of similarity between the com-
pared song sections, serving as a valuable indicator to identify and
assess the fine-grained plagiarized parts in the analyzed music. This
approach demonstrates the effectiveness of BMM-Det in detecting
music plagiarism at a detailed level, as it effectively captures the
characteristics of plagiarism present in real-world scenarios.

It is crucial to note that the determination of music plagiarism
ultimately falls within the realm of legal judgment. Our BMM-
Det algorithm serves as an auxiliary tool for music plagiarism
detection. Users can decide on the plagiarism threshold according
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Table 2: Ablation studies on different compositions of optimization methods for plagiarism degree measurement on MPD-Set
and the Real-life Dataset. Here RelativeDuration means using relative duration sequence, RelativePitch means using relative
pitch sequence, MaxMatch means segmenting the sequence and computing maximum weight matching, DownBeat means
considering whether the note is downbeat, and NoteDistance means considering pitch shifts when computing edit distance.

RelativeDuration RelativePitch MaxMatch DownBeat NoteDistance MPD-Set Real-life Dataset
ARI Acc. ARI Acc.

✓ ✓ 36.32 0.365 3.24 0.482
✓ ✓ 32.26 0.435 5.00 0.586
✓ ✓ ✓ 32.04 0.445 5.17 0.586

✓ ✓ ✓ ✓ 10.65 0.650 2.28 0.690
✓ ✓ ✓ 10.01 0.665 2.31 0.689

✓ ✓ ✓ 9.35 0.635 2.93 0.689
✓ ✓ ✓ ✓ 9.00 0.630 2.79 0.758
✓ ✓ ✓ ✓ 7.07 0.705 2.17 0.828
✓ ✓ ✓ ✓ ✓ 6.98 0.700 2.14 0.828

Table 3: Comparison of Music Plagiarism Detection Methods’ Performance Across Different Plagiarism Types Using MPD-Set.

Method Transpostion Pitch Shifts Duration Variance Melody Change
ARI Acc. ARI Acc. ARI Acc. ARI Acc.

TF-IDF corr. [15] 1.00 1.00 1.16 0.92 1.12 0.94 14.54 0.08
Tversky-equal [25] 1.00 1.00 1.34 0.98 1.06 0.96 13.92 0.14
Sum Common [19] 1.00 1.00 2.16 0.82 1.14 0.90 17.02 0.04

Ukkonen [19] 1.00 1.00 2.06 0.86 1.20 0.90 12.44 0.06
BMM-Det (Ours) 1.00 1.00 1.02 0.98 1.00 1.00 6.89 0.33

to their needs. Once the threshold is determined, users can delve
into the results provided by BMM-Det to examine the detected
plagiarized sections at a fine-grained level. This flexibility ensures
that BMM-Det can cater to different requirements and preferences
while effectively identifying music plagiarism.

5 CONCLUSION AND DISCUSSION
Music plagiarism is a widespread issue in the music industry and
has become increasingly difficult to detect due to the use of digital
tools and the prevalence of online music distribution platforms.
To tackle this problem, we propose BMM-Det that can effectively
detect fine-grainedmusic plagiarism across different datasets. BMM-
Det is based on a bipartite graph and is robust to various forms of
musical manipulation that are often used to disguise plagiarized
music, such as transposition, duration variance, pitch shifts, and
melody change. To evaluate the effectiveness of BMM-Det, we cre-
ate a simulated large-scale dataset called MPD-Set, incorporating a
range of different types of plagiarism generated using a specialized
method designed to replicate real-world examples of music pla-
giarism. Furthermore, we collect a Real-life Dataset encompassing
numerous real-life cases of music plagiarism. Experimental results
on both MPD-Set and the Real-life Dataset demonstrate BMM-Det’s
outstanding performance in detecting fine-grained plagiarism. By
developing BMM-Det for identifying fine-grained plagiarism and
creating MPD-Set that accurately represents real-world plagiarism
scenarios, our work contributes to promoting fairness and trans-
parency in the music industry.

We have made efforts to design our method as a transparent
"white-box" approach, but we acknowledge that the final determi-
nation of music plagiarism is ultimately a legal matter. Therefore,
we envision our method as a valuable auxiliary tool for music indus-
try professionals to use for self-evaluation or detecting plagiarism
in others’ works. BMM-Det can provide detailed information on
the fine-grained plagiarized segments and the degree of plagiarism,
and its detection process is theoretically well-grounded, making it
highly useful for related investigations.

For future work, we plan to improve BMM-Det by considering
additional auditory features to enhance its accuracy and adaptabil-
ity. Furthermore, we aim to expand our dataset to facilitate ongoing
research in this field. We also encourage the research community
to join our efforts in continually refining and expanding the dataset.
Collaborative contributions will help in creating a more robust and
comprehensive dataset that accurately reflects the diverse range of
music plagiarism cases encountered in real life.
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A PERFORMANCE UNDER VARIOUS
CONDITIONS

In our research, we further conduct a series of experiments concern-
ing the overlapping rate and piece length. These two parameters
are scrutinized to assess their impact on the performance of the pro-
posed algorithm. The performance criteria taken into account are
the average ranking index, accuracy, and normalized time, with the
latter being an indicator of the relative execution time as compared
to a predefined benchmark scenario.

The benchmark for the piece length is established at 7, whereas
that for the overlapping rate is defined as 0.2. Our investigations
unveil that the algorithm demonstrates optimal performance with
a piece length of 7 and an overlapping rate of 0.2, signifying a
profound interplay between these parameters and the efficacy of
the algorithm.

Table 4: Performance on the Simulated MPD-SET Under Dif-
ferent Piece Lengths

Piece Length ARI Accuracy Normalized Time
3 25.83 0.270 1.06
5 17.99 0.540 1.34
7 6.98 0.700 1.00
9 21.29 0.495 0.89
11 24.10 0.525 0.97

Table 5: Performance on the Real-World Dataset Under Dif-
ferent Piece Lengths

Piece Length ARI Accuracy Normalized Time
3 4.17 0.345 1.11
5 3.31 0.552 1.27
7 2.14 0.828 1.00
9 3.69 0.586 0.91
11 6.00 0.483 1.01
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A.1 Performance Under Different Piece Lengths
We first examine the performance of our algorithm under varying
piece lengths, as shown in Tables 4 and 5. From the results, it is
evident that the optimal performance is achieved when the piece
length is set to 7. Both shorter and longer piece lengths negatively
impact performance. This is aligned with our understanding of
music, where a length of 7 is appropriate for detecting plagiarism.
Therefore, we have set the piece length to 7 in this study.

A.2 Performance Under Different Overlapping
Rates

We also investigate the performance under varying overlapping
rates. As demonstrated in Tables 6 and 7, time complexity esca-
lates significantly with the increase in overlapping rates due to
the augmented number of pieces correlated with the rate. How-
ever, performance improvement is not directly proportional to the
overlapping rate. While a higher overlapping rate allows for more
detailed analysis, it also exacerbates the complexity of the problem
by increasing the number of pieces. Therefore, after considering
the trade-off between performance and time complexity, we have
determined the final overlapping rate to be 0.2 in our study.

Table 6: Performance on the Simulated MPD-SET Under Dif-
ferent Overlapping Rates

Overlapping Rate ARI Accuracy Normalized Time
0 19.51 0.495 0.75
0.2 6.98 0.700 1.00
0.4 15.98 0.615 1.42
0.6 8.72 0.720 3.84

Table 7: Performance on the Real-World Dataset Under Dif-
ferent Overlapping Rates

Overlapping Rate ARI Accuracy Normalized Time
0 3.41 0.586 0.75
0.2 2.14 0.828 1.00
0.4 2.86 0.621 1.44
0.6 3.13 0.551 3.90
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